SLAdraft -v1 0 - TJ comments     


Service Level Agreement (SLA) for Information Technology Services Provided to
 IEEE 802 LMSC- Version 1.0

Overview

Introduction

This document describes a Service Level Agreement (SLA) between the IEEE Information Technology (IT) team (referred to in this agreement as the Service Provider) and IEEE 802
 LMSC (referred to in this agreement as the Customer and consisting of the IEEE 802 LMSC Executive Committee (EC) and all IEEE 802 LMSC subgroup members and participants). It outlines the service expectations offered by Service Provider and accepted 
by the Customer. This SLA does not supersede IEEE governance such as the 
IEEE Policies. This SLA is a living document and may be revised by mutual agreement between the Service Provider and the Customer.

SLA purpose and scope

The purpose of this document is to ensure a mutual understanding by the stakeholders of the IT services and support to be provided by the Service Provider to the Customer. This SLA provides a clear description of service ownership, roles and responsibilities, service quality metrics, and available support. 

The SLA's scope is limited to services offered by IEEE IT. By definition an SLA is an agreement, not a contract. It is understood, that while diligent effort 
will be made to fulfill this SLA by the Service Provider and the Customer, there might be exceptional circumstances when the SLA will not be realized.  

Stakeholders

The major stakeholders in can be characterized as IEEE, the IEEE IT Team, IEEE-SA, the IEEE 802 LMSC Executive Committee and IEEE 802 LMSC subgroup members. Members may be individuals or entities. An individual or entity may be recognized as being a member of one or more of the listed stakeholder groups.



Service Types

The services provided by IEEE IT are currently recognized as being:


· Mentor document server

· myBallot

· myProject

· email services including reflectors (and listserv)
· Grouper and web hosted services
Roles and Responsibilities
IEEE 802 LMSC consumes services and promptly report problems encountered.

IEEE IT staff are responsible for handling issues related to hardware maintenance and failure.

IEEE IT staff are responsible for handling issues related to server software maintenance and failure (operating system, applications, databases, web services, etc).

IEEE IT staff are responsible for virtual server and database backup.

The IEEE IT software development team is responsible for handling issues due to failures of custom software (e.g., myProject). 

Availability of services offered
Services will be available 24 hours day, 7 days a week with the following exceptions:

1 hour weekly maintenance windows for software maintenance, Saturday 7AM - 8AM ET

Performance of services offered

Service performance will be defined in terms of % of function completion within a specified period of time after Customer initiation of the function request.
Example

The services offered are web-based applications. Acceptable service is defined as a response time not exceeding 30 seconds for a full screen load 90% of the time over an Ethernet connection of 1Mbps or more per connection.

Definition of service being up

It is possible that a service will be functional but non-responsive. The definition of service being up refers to the period of time during which the services offered are operational within the categories of either excellent or acceptable (as identified in Table XXX).

Available support and means of problem reporting

Available Customer support for application usage includes self-service via help pages, 
Wikis, and recorded tutorials available online. 
Telephone support for questions regarding application usage is not required. 
Customer support for resolving service problems such as service interruptions, application 
response times, software "bugs", etc. will be as follows:

Service Interruptions – Customers do not need to report issues related to service 
outages. System will be monitored with automated tools. 
IEEE IT will maintain a backup email port to provide a mechanism for announcing system status should the primary email server fail.
Since an outage may cause the email system to fail, IEEE IT will provide a hotline number to the Customer that will be used to ascertain outage and recovery.

Flow for the response will be as follows:

An automatic monitoring system will detect an issue with the service and send a message

to the IEEE 802 LMSC EC reflector.  Flow down to other IEEE LMSC Subgroups will be via the IEEE 802 LMSC EC members (primarily Working Group Chairs). 

The IEEE IT team will perform an initial investigation and then report the issue to the IEEE 802 LMSC EC refelector and directly to myProject users. An estimate of the time to repair will be supplied as part of the response.
Quality metrics for services offered

Quality metrics are used to evaluate success of the services offered and to determine

when a change in strategy is required or additional resources are needed.
Table XXX

Monthly Uptime % = (Total Hours– Hours of Down Time)/Total Hours x 100%

	
	Excellent
	Acceptable
	Unacceptable

	Availability

(Uptime)
	99.999%

Maximum outage

duration not to

exceed 24 hours.

	99%

Maximum outage

duration not to

exceed 48 business

hours.
	Less than 99%

Maximum outage

duration exceeds 48
business hours.

	Performance
	Less than 5 second

response time
	No more than 5

second response

time on 90% of the

monitored screens

	More than 5 second

response time on

20% of the

monitored screens

	Mean Time to Restore Service
	Service restored within four
hours.
	Service restored
within 8 hours.
	Service restored

within 24 hours.

	Email
	All members of the reflector receive their copy within .5 hour
	All members of the reflector receive their copy within 1 hour
	Some members of the reflector receive their copy after more than 1 hour


Please note that uptime will be determined based on data reported by automated monitor

agents. Downtime due to announced maintenance will not be used in uptime calculations.

Reports of downtime submitted by users will be investigated, but won’t be used to 
calculate uptime, since downtime experienced by the Customer can be related to network issues

on the Customer side or anywhere between the Customer’s computers and the IEEE network. Uptime will be
 measured by an automatic monitoring application's login page.
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Paul Nikolich, Chair IEEE 802

Date: 

Judith Gorman, Managing Director IEEE-SA
Date: 

�The original contradicts the first paragraph, is it with IEEE-SA or the IEEE IT team?


�I think this should simply be “the IEEE 802 LMSC”. If it remains as “users of services…” then the list of signatories gets rather long. At least with “LMSC”, Paul can sign on our behalf.


�We should be able to get this defined before signing, so it is no longer our understanding.


�Don’t find this necessary.


�myBallot is now imbedded within myProject, shouldn’t need a separate listing as a result or it should be an including following myProject.


�Why the change in tense?


�The above middle IT responsibility had redundant servers, the parenthetical should be examples of the software, not the servers per the edits above.  So does applications belong above, or should this be edited for the custom software?





The software team isn’t a party to the agreement so why list this???


�Got to be a better term.


�Please give this table a lable


�This seems excessive for “excellent” service. “4 business hours” would be more appropriate.


�This is one of a few places where there seems to be some kind of assumption about how monitoring will take place, but apart from vague references to “automatic tools” and “automatic monitor agents”, there is no further detail. I would like to see a clearer definition of the scope of automatic monitoring – what functions it monitors, how many monitoring agents there are, where they are located (co-located or remote, etc.), and who is responsible for maintaining them.





